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Abstract

A bulk of textual documents are available online on the Internet, digital libraries,

and news sources, and their amount is increasing enormously day by day. Scien-

tific literature is growing rapidly that it becomes a very crucial process to access

relevant information. Most of the data generated today are unstructured which

typically consists of text information. Understanding such text data is imperative

given that it is rich in information and can be used widely across various applica-

tions. Document classification is the task of assigning a document to pre-defined

classes, is very important for information organization, storage, and retrieval. In

literature, researchers have proposed various techniques for performing single and

multiclass classification. The features used for classification are based on meta-

data and content based approach. Metadata of the research articles are available

free while the content of the article is not accessible because the major journals

like IEEE, ACM, and Springer, etc have not given access to the overall content of

the article. However, the content based approach produces better result as com-

pared to metadata based approach due to the richness of features. In case when

the content is not available, researchers have utilized metadata based approach.

Researchers have proposed techniques that use statistical measures for textual

representation and the semantics of the text is completely ignored. It is found in

the literature that researchers try different combination of features and produces

their results. This thesis proposed a model for performing multi-class classifica-

tion of research articles. The model uses BERT for textual representation and it

captures the semantics and context of terms. Moreover, the model does optimiza-

tion of features. An optimal feature selection can play an important role in this

area and can improve the overall accuracy of the document classification system.

For experimentation, this study uses the JUCS dataset of the computer science

domain. The proposed model outperformed the previously proposed techniques.

The accuracy achieved is 98.15% for the JUCS dataset.
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Chapter 1

Introduction

1.1 Background

Researchers are generating huge amount of research articles and the amount of

scientific documents are increasing day by day. The process of production of re-

search articles never stopped instead it is continuously increasing day by day.

Mostly these documents are available online. One can search these documents

over the internet using search engines, digital libraries, and citation indexes. The

huge amount of data on the web hinders the recommender systems to extract the

research papers which is relevant to the posed query. Typically, users explore dif-

ferent repositories to extract the relevant research papers, such as Digital Library,

Google Scholar, etc.

If a user posed a query on the web, it returns millions of generic hits in which some

of them are related to a posed query. If user wants to find the related document,

it is very difficult to read all those papers or articles. The reason behind this

is, the papers over these repositories are not properly indexed according to their

respective classes. This extensive disorganization of research articles has grabbed

the attention of the research community to classify the research article into the

appropriate category. That’s why this is an important research area. Researchers

have faced such a big challenge to classify the document into appropriate category

or categories, due to the presence of such a huge amount of data on the web. Every

1
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research article associates with one and more categories. The issue of mapping the

research articles with associated categories can assist in multifarious aspects by

helping scholars such as 1) Helping researchers to find the relevant documents to

their topic 2) Finding relevant literature to narrate the background concept of the

proposed study and so on. 3) Search engines and digital libraries returns relevant

document for user queries.

The research article classification has mainly divided into two broad categories,

1) Content based approaches and 2) Meta data based approaches. Normally the

content based approaches produce good results as compared to metadata based

approaches due to the richness of features [1] [2] [3]. However, the main issues

with content based approaches is that it is not freely available because the major

journal publisher like ACM, IEEE, etc. have not provided the access to the overall

content of the research article. In such scenarios, some of the researchers have

utilized Meta data as an alternative way for classification of research articles [4]

[5] [6]. So, one of the possible substitutes of content based approach is metadata

based approach. Meta data is actually data about data. Meta data of the research

articles contain title, keywords, general term, authors, categories etc. and mostly

these metadata are freely available online.

After reading the limitation of using content based approach that it is not freely

available. This study has decided to use content based approach by using JUCS

(Journal of Universal Computer Science) [7] whose content is freely available.

Content based approach of the research article contains abstract, introduction,

headings, and conclusions. This thesis mainly focuses on feature optimization for

the classification of research articles.

1.2 Classification

In the classification process, a given dataset is categorized into different classes.

The classification is performed on both structured and unstructured data and it

predicts the class of a particular record in the dataset. The classes are often

referred to as target, label, or categories. The dataset is trained first on the
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training dataset and then the model predicts on the testing dataset. Then, an

unknown data can be predicted easily that in which class it will fall into [8].

The model used for classification requires the use of machine learning algorithms

that learn how to assign a class label to record in the dataset. The example for

the classification of emails as “spam” or “not spam” [9] is shown in Figure 1.1.

From literature, it is observed that research article classification is very helpful in

retrieving relevant documents against a posed query. The research article classifi-

cation method is mainly composed of selecting the Metadata features which could

help in assigning some suitable category to the research articles. Researchers use

all features to classify the document but with the increasing number of features,

the complexity also increases. So this study focuses on optimizing the features

in such a way that with less number of features it can predict higher accuracy.

Mainly, there are two types of classification. 1) Single label Classification (in which

an item belongs to only one class, while there are two or more class’s available),

2) Multi-label classification (in which an item belongs to more than one class).

However, a single research article could belong to more than one category, this

aspect diverts the attention of the research community towards the multi label

classification of research articles. Most of the existing approaches produce low

accuracy and authors have used a few numbers of categories. That’s why, this is

an open research area to classify the document into multiple categories with high

accuracy. This research work mainly focuses on multi-label classification by using

metadata and content features of research articles.

1.3 ACM Classification System

ACM stands for Association for Computing Machinery. It is a society for com-

puting and was founded in 1947. It is the world’s largest scientific society for

computing. In 1964, ACM’s first classification system for the computing field was

published. The entirely new system was then published in 1982. Then, its different

versions were published in 1983, 1987, 1991, and now 1998 [10]. The version 1998

has served as the de facto standard classification system for the computing field



Introduction 4

Figure 1.1: Classification of Email [9].

[11]. Then, in 2012 ACM Computing Classification System has been developed

as a poly-hierarchical ontology and the 1998 version of ACM CSS was replaced

by it. There are three levels in ACM CSS. The first level contains topics from A

(General Literature) to K (Computing Milieux) and it total count is 11. In the

second level, every topic of the first level have subtopics. for example, first level

topic A (General Literature)”, their subtopic is A.0 (General), A.1 (Introductory

and Survey), . . . .., A.m (Miscellaneous) topics and a total count of the topic in the

second level are 81. At the third level, every second level has further subtopics.

For examples such as A.0.0 (Biographies / autobiographies), A.0.1 (Conference

proceedings), ..., A.0.2 (General literary works),.., C.2.m (Miscellaneous), and a

total count of a third level topic is 400.

1.4 JUCS Classification System

In the computer science domain, in literature, most of the conferences and journals

have utilized the ACM classification hierarchy to categorize their research articles

into different categories. This thesis points toward research document classification

in the Computer Science domain by utilizing the metadata and content of research

articles. But most of the journals have not given access to their content.
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Table 1.1: JUCS Classification System.

Category Description

A General Literature

B Hardware

C Computer System Organization

D Software

E Data

F Theory of Computation

G Mathematics of Computing

H Information Systems

I Computing Methodologies

J Computer Applications

K Computing Milieux

L Science and Technology of Learning

M Knowledge Management

The content of the Journal of Universal Computer Science (JUCS) is freely avail-

able. It is the finest computerized publication and it covers the area of the com-

puter science domain. It was founded in 1994 and it is appearing on monthly

basis since its foundation. The content and metadata features can be extracted

easily from J.UCS because it is an open access journal. The classification system

of JUCS follows ACM classification system. The root-level categories of J.UCS

are shown in Table 1.1.

1.5 Text Representation

Most of the data generated today are unstructured which typically consists of text

information. Understanding such text data is imperative given that it is rich in

information and can be used widely across various applications. However, the

key to understanding such data is its representation. The research articles or

documents are in textual form. Text representation is the basic problem in text
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mining and retrieval of information [12]. The text document is unstructured and

it aims to represent the text into vector form which is a numeric representation

of text and can be computed mathematically. To represent the text document

in numeric form, numerous techniques have been proposed and used in literature

like Bag of Word (BOW), Term Frequency (TF), Term Frequency, and Inverse

Document frequency (TFIDF), etc. All of these rely on the frequency of terms

and they have ignored the semantic and contextual meaning of terms. The latest

approaches [1] [2] [3] [4] [5] [6] for research article classification have employed

these conventional statistical measures like TF, BOW, and TFIDF, etc. due to

which they have ignored the semantic and contextual information of terms and it

might be assigned a wrong category to the research articles. This study focuses on

the textual representation of the dataset before doing optimization. The technique

used in this thesis considered the semantic and contextual meaning of terms. In

literature, there are different semantic techniques for representation. One of the

most well-known techniques which is used in different domains is word embedding

[13] [14] [15]. The distributed representations of words learned by neural networks

and their applications. Distributed word representations are called word embed-

ding. For this, Word2Vec is one of the most popular techniques to learn word

embeddings. For natural language processing, it is one of the technique.

A great technique was created by researchers at Google. The technique named

as World2Vec was published in 2013 and is led by Tomas Mikolov. For training,

the algorithm uses a neural network. The model is trained on a large corpus of

text. After the training phase is over, the model can detect synonymous words or

suggest additional words for a partial sentence. It represents every word with a

vector. It considered the semantics of the text. The semantic similarity between

the words can be represented by the cosine similarity between the vectors. For

converting text into vectors it reads text from only one side i.e; from left to right

and this is basically the disadvantage of word2vec that it is one way means it

reads text from left to right and not the other way round. This thesis uses BERT

for text representation. BERT stands for Bidirectional Encoder Representations

from Transformers [16]. It is a machine learning technique based on transformers

and is used for natural language processing (NLP). It is already pre-trained by
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Google. BERT was created by Jacob Devlin and his colleagues from Google and

it is published in 2018. The Bert model is already trained and there are two basic

models: the BERT base model and the BERT Large model. Both models have

different layers, hidden-units, heads etc. One can use any model depending on its

requirements.

The description of both the models are given as :(1) the BERT BASE model, which

has 12-layer, 768-hidden units, 12-heads, 110M parameter neural network architec-

ture, and (2) the BERT LARGE model, a 24-layer, 1024-hidden units, 16-heads,

340M parameter neural network architecture. Both models are pretrained and

their pre-training is done on two things i.e; both were trained on the BooksCorpus

with 800M words and a version of the English Wikipedia with 2,500M words. One

of the advantages of using Bert is it is two way means it reads text from both

sides. The detailed working of this model is explained in chapter 3.

1.6 Feature Optimization

This study uses a machine learning algorithm for feature optimization because

with more features its complexity increases. An optimal feature selection can play

a vital role in this area and can improve the overall accuracy of the document

classification system. One of the most modern algorithms for feature selection is

the genetic algorithm [17].

It follows the natural phenomenon of biological evolution. It is a stochastic method

for feature optimization. Organisms have genes that evolve over a period of time

or over successive generations. By evolving they can adapt themselves better in

the environment. It is a heuristic optimization method inspired by the procedures

of natural evolution. The population of individuals is created by the algorithm.

A new population is created after every generation by selecting the individuals

who are most fitted in the problem domain. Then the individuals are recombined

and different operations are performed using different operators like mutation,

Crossover.
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1.7 Problem Statement

Problem statement is as follow:

Feature selection plays an important role in classification/ prediction systems. For

the task of document classification, it is significant to select those features which

improve classification results. Currently, different techniques use metadata and

content-based features and feature selection within each category is not clear. An

optimal hybrid feature selection using metaheuristics needs to be defined to find

a subset of related features in the area of document classification.

1.8 Research Questions

The following research questions are formulated relying on the problem statement

describe above:

1. How feature selection can be helpful for better document classification?

2. How features can be represented using semantics and contexts?

3. How Metadata and Content based features can be combined for document

classification?

4. How a metaheuristic can be used to perform feature selection?

1.9 Purpose

Feature selection plays an important role in classification systems. For the task

of document classification, it is significant to select those features which improve

classification results. The main objective of this study is to provide an optimal

feature selection using metaheuristic for the classification of research articles and

to use metadata and content of a research article for classification and also to

identify whether a Semantic model (use for text representation) is helpful in the

classification of research papers into predefined classes or not.
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1.10 Scope

This thesis focuses on mapping research articles belonging to the Computer Sci-

ence domain into J.UCS category or categories at the root level. The root level

categories are from A to M. The description of categories of J.UCS are shown

in the Table 1.1. Moreover, for Computer Science research articles we have used

J.UCS [18] dataset. The reason for the selection of this datasets is that it contains

research articles whose content is available freely and it covers the area of the

Computer Science domain. Because this study needs both metadata and content

based features. BERT is used for the conversion of text to numeric values and

performs feature optimization by using a machine learning algorithm to improve

the classification accuracy.

1.11 Significance of the Solution

This research will contribute to classify the scientific documents (research papers)

to the pre-defined J.UCS classification system and perform optimization of fea-

tures to reduce the complexity. It is advantageous for a number of systems such

as: retrieving the information, analyzing trends, finding experts, recommendation

systems, search engines, and citation index. If the classification system is accurate,

it is helpful for the authors of research papers in their paper submission process.

Authors can find the category of their research contributions. Conference/Journal

paper submission systems can assign categories to the research papers and assign

reviewers to those papers. Researchers can easily find required papers if there is

an accurate classification system maintained for all research papers.

1.12 Definitions, Acronyms, and Abbreviations

• Journal of Universal Computer Science (JUCS)

• Association of Computing Machinery (ACM)
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• Term Frequency (TF)

• Word2Vec (W2V)

• Bidirectional Encoder Representations from Transformers (BERT)

• Single Label Classification (SLC)

• Multi-Label Classification (MLC)

• Bag of Word (BOW)



Chapter 2

Literature Review

The problem statement and research questions are explained clearly in chapter

1. This chapter focuses on critical analysis of all state-of-art-approaches, as every

research study is dependent on the previous study that has already been performed

in this field. The research community of document classification has proposed a

number of new ideas for document classification and as we know the number

of research documents is increasing on daily basis. After that, the attention of

the research community moved towards research paper classification due to rapid

invention in literature. The state-of-the-art proposed approaches in literature can

be divided into two broad categories.

1. Content based approaches

2. Metadata based approaches

The Content based approaches have mostly focused on the overall content of the

research article and it contain title, keywords, author name etc, and are available

freely while the metadata based approaches have focused on metadata of the re-

search article and it contain introduction, headings, methodology and conclusion

and are not available freely. This is the reason why researchers mostly move to-

wards metadata features instead of content based features due to the subscription

requirement. Both are explained in detail in the below sections.

11
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2.1 Metadata Based Approaches

The existing metadata based approaches use the metadata of research articles for

classification of research document task. For example, the information about the

metadata of the article is maintained by the ACM digital library [19]: author

name, the title of the article, name of a journal, the article issue date, its vol-

ume number, the publication month, its year, and the page number, URL, DOI of

the paper, etc. These elements can be manually extracted and can be extracted

automatically from the research article. This type of metadata is almost freely

available, while the whole content of the data is not freely available online. To

get access to the content of the article subscription is needed because the major

journals like ACM, IEEE have not given access to overall content of the article.

So that is the big motivation for the research community to move from content

to freely available metadata of the research documents. Now in this section, some

metadata-based approaches are briefly highlighted.

Yohan et al. [20] proposed that Named Entity recognition (NER) helps the ma-

chine to identify named entities in text and classified them in their respective

categories. The approach generates rules for identifying name entities and their

classification, specifically for the Teluge language. For recognizing name entities

and their classification, the approach exploits word, work lookup, and contextual-

based features. The approach has comprehensively been evaluated using different

Newspaper and Teluguwiki datasets. Moreover, the evaluation has been performed

using full sentences.

Swapnil et al. [21] proposed a document classification algorithm and is based

on Latent Dirichlet Allocation (LDA) [22]. The dataset is not labeled because it

does not require a labeled dataset. In this dataset, there are different class labels

and they build a model in which they assign one topic to one of the class labels.

Dirichlet has an aggregation property, they combine all the same class label topics

into a single topic. When the new unlabeled document comes for prediction, it

finds the similarity or “closeness” to one of the aggregated topics. The algorithm

is extended by combining the Expectation-Maximization (EM) algorithm and a

naive Bayes classifier.
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Khor and Ting [23] proposed a Bayesian-based approach to classify research pa-

pers. In this study, the dataset consists of 400 conference research papers and

mapped to four different classes including e-learning, cognition issues, teacher ed-

ucation, and intelligent tutoring system. They split the dataset into two parts as

80-20 ratio. They have extracted keywords from 80 percent of the papers. The

other 20 percent is used to predict the performance of accuracy. They extract the

keywords using the features selection algorithm.

Godbole [24] proposed a method based on multi-label classification. They present

an approach in which they combine the textual features and features that shows

the relationship between classes. The dataset used for this study is based on real-

world text. They used support vector machine for performing classification task.

They do enhancement in svm model for building better models. This new method

performs best as compared to the previous method.

Sajid et al. [25] proposed a fuzzy logic-based classifier for the classification of

research paper. The research papers belong to the Computer Science domain.

As the paper does not belong to only one class, therefore, they used fuzzy logic,

and proposed fuzzy-based rule merger algorithm to merge the generated rules and

fuzzy classifier to classify the paper into respective single and more categories.

For experimental purpose, they have selected the JUCS datasets because its cov-

ers all areas of Computer Science domain. From this dataset, they have extracted

title and keywords, which were used as a feature for papers classification. After

performing a detailed evaluation of the approach, the results revealed that the

approach achieved 0.93 precision and 0.96 F measure and they have used single

label classification measures.

Ali and Asghar [26], proposed multi-label scientific Document Classification based

on metadata features. The approach utilized two metadata features (title and key-

words). For performing multi-label classification the approach first converts the

data into single label classification by using four different conversion techniques

(Min, Max, Ran, and Single). They also used different similarity measures for

finding the relevancy between documents and labels. They have used PSO based

classifier for the classification of documents. The technique has been evaluated on

two different dataset of research articles (JUCS and ACM). The outcome of the
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study revealed that their approach achieved accuracy up to 0.78.

Riaz et al. [27] proposed Pattern Analysis of Citation-Anchors in Citing Docu-

ments for Accurate Identification of In-Text Citations. The in-text citation iden-

tification is the vast research area for the researchers. In literature, there is an

automatic identification of in-text citation and when they perform experiments

on it, they achieved accuracy 0.58. But there are various problems in it, this re-

search work study previous techniques very well and find out the main problems in

them. For experimentation of their proposed approach, they used a comprehensive

dataset. This paper proposed a taxonomy that is based on the heuristics of pre-

vious studies. The dataset used for this model is JUCS and CiteSeer. This model

achieved F-Score 0.97 which is too good as compared to previous techniques.

2.2 Content Based Approaches

Content based approaches mostly depend on the content of research articles. This

is due to the fact that content includes abundance features. This section elaborates

the state-of-the-art content-based approaches:

In 2015, Le et al. [28] performed a survey on all existing feature selection ap-

proaches for text classification. There are two main problems of feature selection

filtration which are: 1) the computation of the feature score and 2) the categories

are not balanced in it. This paper focuses on these problems. This paper analyzes

two filter feature selection approaches. One of them is based on the frequency

and the other one is based on cluster. They find out the weakness and strength of

these approaches and proposes a feature selection method so that the performance

of the document classification can be improved.

In 2016, Zhou et al. [29] proposes a model in which a classifier can automatically

categorize Computer Science (CS) papers based on text content. The dataset

used for the experimentation is CiteSeerX and arXiv. These datasets are labeled.

Naive Bayes and Logistic Regression approaches are used for the experimentation

of this approach. The scheme for selecting features is also different. They use

different models of language and use different feature weighting schemes. They do
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experimentation by using Bi-gram modeling and the weights of the features are

also normalized. It performs very well. The results obtained after experimentation

shows that arXiv dataset achieved F-score 0.95, while CiteSeerX has a lower F –

score 0.764. This shows that the labeling of arXiv is more accurate than Cite-

SeerX.

In 2015, Zhong et al. [30] proposes a method for selecting features. The proposed

model extract features from the research article which has discriminative power.

Then the similarity between the features and the research articles is computed

based on their semantic similarity. The dataset used for experimentation is two

datasets, viz. Reuters-21578 and 20-Newsgroups which are published. The clas-

sifier used for the classification is support vector machine (SVM) classifier. The

results obtained after performing experimentations show that the proposed feature

selection model performs very well than previous techniques.

Sajid et al. [31], have proposed an approach for research paper classification based

on the references section of a research paper. The approach exploits the references

segment of a research article to locate the topics of the paper. The study follows an

assumption that most of the time, authors cite the articles belonging to the same

domain or similar category. To validate the claim, the authors have employed a

data set from the Journal of Universal Computer Science (JUCS). They selected

this dataset because it covers all the Computer Science areas. In this approach, the

stored references in the database have been matched with the extracted references

of the paper. After performing experiment, the authors reported their accuracy

up to 0.70.

The scientific community has mainly focused on content-based approaches. The

main reasons of their attention towards content-based approaches is that it con-

tains a lot of features and produced such remarkable results. However for the

application of these approaches, one must have the availability of the content of

the research articles which is not possible all the time because famous digital

libraries like ACM, IEEE, and Springer provide subscription based services. So

researchers have used alternative ways of using Meta data based features. Because

Metadata of the research articles are available freely and there is no subscription

requirement.
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2.3 Evaluation Criteria

The conclusion derived after studying literature related to document classification

is, there are different types of data, different classification algorithms, different

datasets, different types of classification used.

• Type of data: Different data sources are used for classification, data sources

are of two type’s metadata and content of documents.

• Type of Classification: There are two types of classification used; binary

class and multi class classification.

• Datasets: Different datasets are used by the approach and also presented

the quantity of dataset.

• Classification algorithm: Different type of algorithm or methodology is

used by the approach for the classification of documents.

• Results: After performing experiments, the results are presented.

• Evaluation Measures: There are different measures for evaluating the

performance of a classifier like precision, recall, f-score and accuracy.

2.3.1 Analysis

After studying literature in detail, this study concluded that all the above men-

tioned approaches use content and metadata of the documents. So, data sources

are divided into two broad categories.

1. Content based approaches: The content based approaches uses the over-

all content or text of the document and classifies the documents into respec-

tive single or multiple classes from which they belong.

2. Metadata based approaches: The Metadata based approach uses the

metadata of the research documents and classifies the documents into re-

spective single or multiple classes from which they belong.
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2.3.2 Critical Analysis of Literature Review

In the content based approach the overall content of the document is utilized

while in the metadata based approach, the metadata of the article is utilized. The

metadata of the article is available freely while the content of the research article

need subscription for accessing the data.

There are different datasets used by the researchers in literature like:

• Newspaper

• Teluguwiki

• ACM

• JUCS

• CiteSeerX

• arXiv

• Reuters-21578

• 20-Newsgroups

There are different algorithms used for the classification of research articles like:

• Expectation Maximization (EM)

• A Naive Bayes Classifier

• SVM

• Fuzzy Based Rule Merger

• PSO based classifier

• Logistic regression

The brief overview of most related techniques to our work proposed in literature

is give in Table 2.1.
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Table 2.1: Critical Analysis of Literature Review

Paper Dataset, Representation Result Limitation

Classification Technique,

types, Algorithm

Types of

Data

Multi-label JUCS (1460), TFIDF, Accuracy Use statiscal

Scientific ACM (86116) Static 78.79% features,

Document Multi-Class Threshold, 77.86% Static

Classification Meta-data Similarity Threshold,

(2018) Measures Cannot

PSO based capture the

Classifier meaning and

contextual

information

of

the terms

Pattern JUCS(1240), Rule based Average Limited to

Analysis of CiteSeerX Repository, F-Score Meta-data

Citation (20,000) Heuristic 0.97 i.e. Cited-

Anchors in Multi-Class based documents

Citing Meta-data System and

Documents Cited-by

for documents

Accurate

Identification

of In-Text

Citations

(2017)

Continued on next page
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Table 2.1 – continued from previous page

Ref Dataset, Representation Result Limitation

Classification Technique,

types, Algorithm

Types of

Data

Multi-label JUCS(1460), TF, Accuracy Limited to

Classification Multi-Class Fuzzy based 91% metadata

of Computer Meta-data rules merger i.e. title

Science (FBRM) and keyword

Documents algorithm

using Fuzzy

Logic (2016)

Exploiting JUCS (1460) TFIDF, Accuracy Limited to

reference Multi-Class Static 70% reference

section to Classification Threshold, section,

classify Content-based Citation based Use Static

paper’s category Threshold,

topics identification Cannot

(2011) capture

the meaning

and

contextual

information

of terms

After the critical analysis of the research articles related to the document classi-

fication domain, both metadata and content based features were utilized. It was

observed that some authors utilized the metadata of the documents but most of
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the authors have employed the contents of the documents. In the Content-based

technique, the main focus is on the overall content of research papers like abstract,

introduction, headings, methodology, literature, conclusion, etc. The Content of

the research article plays a significant role in the implementation of different tech-

niques. A lot of features can be extracted from the content of the paper which

produces results with good accuracy. But there is a limitation with content based

approach that most of the time content of the paper is not freely available. A

large-scale analysis conducted in a study [32], reported that the analysis of the

latest year (2015) has 45% percent of Open Access (OA) articles. Journals of all

major publishers like IEEE, ACM, Elsevier, Springer, and IOS do not provide

open access to their articles. There are financial, legal, and technical barriers to

access the content of the paper.

The other is metadata based approach which is utilized by a few numbers of

researchers because Metadata does not contain a rich number of feature. It mostly

produces low accuracy as compare to content-based approaches. However, some

of the Metadata play a pivotal role in classifying research articles such as, title,

author name, keywords, general terms, etc each of these metadata serves a specific

purpose that can be exploited to classify research papers into a different number

of categories. One of the advantages of this approach is, Metadata of the research

articles is freely available in many digital libraries like IEEE, ACM etc.

The research articles are in textual form. For performing the classification of

research articles, text representation is an important task because the input to

classification algorithm is in the form of vectors. So, there is a need to do vec-

torization of textual data. The current state-of-the-art depict that most of the

existing studies have employed conventional statistical measures like TF, BOF,

TFIDF, etc. These measures count the frequency of terms. But this study argues

that the semantics of a text must also be considered which is ignored by existing

statistical measures. For understanding the semantics of text various techniques

have been proposed. World2Vec is one of the technique which considers the con-

text and semantics of terms but there is a limitation that it is one way it reads

text only from one side, not the other way round. Further, in the area of research
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papers classification, most of the approaches perform single label classification and

there exist a very few approaches that have performed Multi-label classification.

With the increasing number of features its complexity increases, so feature opti-

mization is an important task for document classification. In literature, almost

all the researchers have performed a manual combinations of features instead of

doing optimization.

This study aims to classify research articles using metadata and content as individ-

ual features as well as their possible combination. For text representation, BERT

model is used to store information semantically and contextually. For comparing

our technique we have used Ali and Asghar [26]. They have performed multi-label

classification using ACM hierarchy. They used ACM and JUCS datasets. They

performed multi-label classification. Their approach scores up to 78% on the JUCS

dataset and 77% on the ACM dataset. This study focuses to use Metadata and

Content individually as well as its combination for the classification of the research

document and use a semantic model for text representation and also perform fea-

ture optimization to achieve a good result as compare to Ali and Asghar [26].
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Research Methodology

3.1 Introduction

The critical analysis of already proposed approaches in literature review dictates

that the research article classification community has proposed different techniques

to classify the research articles into single and multiple categories. The primary

observations from the literature review that motivated and signify the proposed

framework are as follows: 1) As per our knowledge of literature, there does not

exist any study that has comprehensively evaluated the freely available content

and metadata individually and its possible combination, 2) there does not exist

any study that has used semantic model for text representation that considers

context and semantic of a term, 3) there does not exist any study that has done

feature optimization using metaheuristic to reduce complexity. These observa-

tions have led us to propose a technique to address the issues discussed above.

The proposed framework performed classification of research articles into a pre-

defined JUCS classification system by comprehensively evaluating the metadata

and content based features. Moreover for understanding contextual meaning of

terms, BERT is used which is a bidirectional representation. Then feature opti-

mization is done using metaheuristics. In this chapter, the proposed methodology

is described for the classification of research articles. The Figure 3.1 shows the

graphical representation of the proposed technique.

22
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Figure 3.1: Methodology diagram of Proposed Solution

3.2 Dataset

For a comprehensive evaluation of the proposed system, the selection of datasets

is a very crucial step. To evaluate the proposed technique, diversified dataset is

carefully selected that contain research articles of the Computer Science domain. It

contains research articles from the Journal of Universal Computer Science (JUCS)

[18]. The reason behind the selection of the JUCS dataset is that it contains papers

from multiple areas of the Computer Science domain which plays a significant role

in comprehensive evaluation. A detailed description of the dataset is given in the

next section.
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Table 3.1: JUCS Dataset.

Features Records

Total number of Research Papers 1460

Single Label Research paper percentage 51 %

Multi Label Research paper percentage 49 %

Total number of Classes at root level 13

Metadata and Content of a Research paper Title, Keyword, Abstract,

Author First name, Author Last name,

Introduction, Headings, Conclusion

3.2.1 JUCS Dataset

The dataset of JUCS contains almost 1460 papers of 13 different categories of Com-

puter Science domain. JUCS has extended the categories of ACM from 11 to 13

by adding L (Science and Technology Learning) and M (Knowledge Management)

categories. Therefore, its root level contains 13 categories. For the evaluation of

the proposed technique, the data of all categories are selected from the dataset for

classification of research articles. The 51 % of data in dataset has been classified

into a single label and 49 % of the data has been classified into multi-label data.

The detailed statistics of a dataset are presented in Table 3.1. This study has

discussed that a document can have multiple labels which in Figure 3.2.

Formally it is formulated as:

Each category has a set of documents where C is the set of all categories while D

is the number of documents.

Ci = Σn
k=1Dk (3.1)

Each document contains different features

Dk = Σi
n=1Xn ∧ Σj

m=1Cm (3.2)
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Figure 3.2: Document Example.

3.3 Feature Extraction

The JUCS dataset contains metadata and content of research articles. From this

dataset, metadata of the article like title, keywords, author first name, and author

last name have been extracted. The content of the article like abstract, Introduc-

tion, Headings, and Conclusion have also been extracted. The selection of these

specific metadata and content based features is due to the reason that they all

hold potential terms that can assist in determining the category of the research

article. The extracted metadata and content based features are shown in Figure

3.3 and Figure 3.4 .

3.4 Pre-processing

Preprocessing is a data mining technique that involves transforming the dataset

into its own understandable format. Generally, datasets are incomplete: lacking

attribute values (Missing Value), containing noisy data (meaningless data), etc.
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Figure 3.3: Metadata based Features.

Figure 3.4: Content based Features.

For preprocessing, this study has performed different steps such as 1) Tokenization

2) Noise Removal 3) Stop word’s Removal 3) Stemming. Let us discuss these steps

one by one:

3.4.1 Tokenization

Tokenization is the first step of preprocessing. In this process, text can be divided

into a set of meaningful pieces. These pieces are called tokens. For example, a
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chunk of text is divided into words, or sentences. Depending on the task at hand,

one can define own conditions to divide the input text into meaningful tokens. In

this scenario, the sentences are divided into words. For this, the study have used

the Natural Language ToolKit (NLTK), which is the best known and most used

Natural language processing (NLP) library [33].

3.4.2 Noise Removal

Removing noise from data is important because it can adversely affect the accu-

racy. Generally, the datasets contain noise such as: 1) Null values 2) Unnecessary

punctuation. There exist various methods to remove noise such as 1) Ignoring the

missing record, 2) Filling the missing values manually, 3) Filling using computed

values. There is a very limited number of instances that contain missing values

however, these instances are ignored as it is the simplest and efficient method for

handling the missing data. After tokenization, some of the punctuations can be

considered as tokens which can be unnecessary (not meaningful) and can misguide

us.

Therefore, this study has removed all of these unnecessary punctuations by using

NLTK library. After doing all this, this study has deleted records that contain

editor columns and special issue papers. Some papers don’t have introduction and

conclusion so we also deleted those records. The details are shown in Table 3.2.

3.4.3 Stop Word’s Removal

Stop words are the most common words in a language such as top 25 stop words

are (a, an, and, are, as, at, be, by, for, from, has, he, in, is, its, of, on, that, the,

to, was, were, will, with). These words do not carry important meaning so they

must be excluded from the document to achieve accurate measurement. Therefore,

it is important to remove these stopwords. To remove stop words from all data

parameters of a dataset, we have used the NLTK library because it contains a list

of stop words. NLTK matches its list of stop words with the tokenized list and

then performed stop word removal from the corpus.
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Table 3.2: JUCS Papers Detail.

Types of Papers Records

Special issue papers 107

Managing editor columns 90

Papers that don’t include introduction 10

Papers that don’t contain conclusion 187

Papers whose content are not available 33

Total number of papers excluded 417

Papers whose categories are not specified 94

Remaining paper for experimentation 939

3.4.4 Stemming

Stemming is the process of reducing the words to their base or root words. The

advantage of stemming is that it reduces the size of the vocabulary. For example all

these words, “consult”, “consultant”, “consulting”, “consultative”, “consultants”

and “consulting”, are stemmed into their root word “consult”. This study has been

performed stemming by using the porter stemmer algorithm (Porter, 1980), which

converts all the terms of a text into their root terms. The stemming algorithm is

applied to all the data of the dataset. The preprocessed dataset is shown in Figure

3.5

3.5 Text Representation

Most of the similarity measures and machine learning algorithms often take nu-

meric vector as an input. However, before performing any operation on a text,

we need a way to convert each document into numeric vectors. This is one of

the fundamental problems in data mining, which aims to numerically represent

the unstructured text documents to make them mathematically computable. For

this numerous techniques have been presented in the literature. These techniques
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Figure 3.5: Preprocessed Dataset.

are mainly divided into two broad Category such as Count based approaches and

Semantic based approaches. Some of the widely used count based techniques in re-

search articles classification approaches are: 1) One Hot Encoding 2) Bag of Word

(BOW) or Term Frequency (TF), 3) Term Frequency and Inverse Document fre-

quency (TFIDF) etc, and semantic based approaches are: 1) Glove 2) FastText

and 3)Word2Vec 4) BERT. Let us discuss their merits and demerits to be able to

select the best approach for the implementation of the proposed model:

3.5.1 Count Based Approaches

3.5.1.1 One Hot Encoding

One-hot encoding is the most common and the most basic way to turn a text into

a vector. It is a process by which categorical variables are converted into a form

that could be provided to ML algorithms to do a better job in prediction. In this

strategy, each word is converted into a binary value 1 or 0, which indicates the

word appears in a document or not. Suppose you have a ‘flower’ feature which
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Figure 3.6: Example of One-hot Encoding.

can take values ‘daffodil’, ‘lily’, and ‘rose’. One hot encoding converts the ‘flower’

feature to three features, ‘is daffodil’, ‘is lily’, and ‘is rose’ which all are binary.

The graphical representation is shown in Figure 3.6.

Although this is a very simple strategy to implement but it has some disadvantages

such as:

1. This method does not consider the position of a terms therefore it become

difficult to examine the context of a word.

2. It does not consider the frequency information of a terms.

3. Vector representation size grows as the vocabulary size grows.

3.5.1.2 Bag of Word (BOW) or Term Frequency (TF)

As previously discussed, there is a frequency issue in one hot encoding. This

strategy is straightforward and simple and they solve the frequency issue of one

hot encoding. The bag-of-words model is commonly used in methods of document

classification where the (frequency of) occurrence of each word is used as a feature

for training a classifier. In BOW first, a fixed length vector is defined where

each entry corresponds to a word in the pre-defined dictionary of words. The

size of the vector equivalent to the size of the dictionary. Thereafter, to represent

a document using this vector, one can count how many times each word of the

dictionary appears in the document and then put this number in the corresponding

vector entry. The following models a text document using bag-of-words. Here are

two simple text documents:
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Table 3.3: Example of Term Frequency.

Text Ali Likes to Watch Cartoon Mary Too also Football

B1 1 2 1 1 2 1 1 0 0

B2 0 1 1 1 0 1 0 1 1

1. Ali likes to watch Cartoon. Mary likes cartoon too.

2. Mary also likes to watch football.

The vectors of both of these documents are shown in Figure 3.3 . This strategy

solves the frequency issue of one hot encoding. Moreover, this strategy does not

consider the order of words and the semantic and context of words.

3.5.1.3 Term Frequency and Inverse Document Frequency (TFIDF)

TFIDF [34] tells us about the significance of terms in a document. It contains two

concept Term Frequency (TF) and Inverse Document Frequency (IDF). Term

Frequency, which measures the frequency of occurrence of a term in a document.

The text document varies in their length. If a document is long, then a word

may appear more times in it than a document whose length is short. The term

frequency of a document is divided by the length of the document. It will be easily

understandable by an example. If a user wants to query “the lazy fox”, let the

user have a set of English text documents. Then rank the documents by the order

of relevancy of the query. First delete all those documents which do not contain

all the three words “the”, “lazy”, and “fox”. Then some documents are left. Then

count how many times a word occurs in a document. The number of times a term

occurs in a document is called its term frequency.

TF (t) =
NumberOfT imesTerm(t)AppearsInDocument

TotalNumberOfTermsInDocument
(3.3)

The Inverse document frequency (IDF) measures the importance of a term

in a document. In term frequency, all the terms are equally important. But there
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are some terms, such as “is”, “of”, and “the”, which may appear a lot of times

but their importance is very little. Consider the above example of the query “the

lazy fox”. The term “the” is so common but it has no importance. On the other

side, the term “lazy” and “fox” are more important terms. The term “the” cannot

show the relevancy or non-relevancy of the document. Hence, an inverse document

frequency factor is incorporated which diminishes the weight of terms that occur

very frequently in the document set and increases the weight of terms that occur

rarely.

IDF (t) = log10
TotalNumberOfDocuments

NumberOfDocumentsWithTerm(t)init
(3.4)

An example is given for understanding the TFIDF: a text document contains 100

words where the word “data” appears 10 times. The term frequency (i.e., tf) for

data is then (10 / 100) = 0.1. Now, assume one has 1 million documents and the

word data appears in one thousand of these. Then, the inverse document frequency

(i.e., idf) is calculated as log(1,000,000 / 1,000) = 3. Thus, the Tf-idf weight is the

product of these quantities: 0.1 * 3 = 0.3. However, the TFIDF performs well in

different scenarios and it has solved many issues of previous techniques but they

lack Semantic and the context of the terms.

After a detailed analysis of some of the famous text representation techniques

which have been used in the literature of research article classification, it has been

observed that while capturing information these techniques mostly rely on the

frequency of terms and ignored the semantic and context of terms. The current

state-of-the-art approaches [1] [2] [3] [4] [5] [6] for research article classification have

employed these conventional statistical measures like one hot Encoding, BOW,

and TFIDF etc. Due to which they have not considered the semantic and context

of the terms so that’s why they might assign a wrong category to the research

articles. However, this study has focused on text representation in this thesis.

Before performing any mathematical operation like finding similarity between text

document, the semantic and context of a text is considered as representation which

is ignored by existing statistical measures. So now in next section this thesis have

discussed an alternative of the above mentioned strategies which can capture the

semantic and contextual information of terms and it is widely used in different

domains and producing good accuracy [13] [15] [35].
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3.5.2 Semantic Based Techniques

3.5.2.1 Word Embedding

To represent a word we must know the semantic and context of a term in which

the term is used because the meaning of a term varies in a different context. For

example, let us consider the word ‘bank’. There are different meanings of word

‘bank’. One meaning of a term are a financial institution and another one is land

alongside a body of water. If in a sentence, a bank occurs with neighboring words

such as: money, government, treasury, interest rates, etc. we can understand it is

the former meaning. Contrarily, if neighboring words are water, shore, river, and

land, etc. the case is latter. After performing an in-depth study we have identified

one of the techniques known as word Embedding which is used in different fields

such as 1) Image processing 2) NLP Tasks 3) Biosciences etc, to represent a text

by using different models.

A word embedding [36] is a learned representation for text where words that have

the same meaning have a similar representation. It is the approach of representing

words and documents that may be considered one of the key breakthroughs of

deep learning on challenging natural language processing problems. Each word is

represented by a real-valued vector, often tens or hundreds of dimensions.

3.5.2.2 Word Embedding Algorithm

Word embedding[37] methods learn a real-valued vector representation for a pre-

defined fixed sized vocabulary from a corpus of text. The learning process is either

joint with the neural network model on some task, such as document classifica-

tion, or is an unsupervised process, using document statistics. Three techniques

are used to learn word embedding from text data.

3.5.2.3 Embedding layer

The text document should be preprocessed so that each word can be converted

into one hot encoding. There are different dimensions of the model such as 50, 100
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or 300. First, the size of the vector space should be specified. The initialization

of vectors is done by random numbers. The embedding layer is used on the front

end of a neural network and is fit in a supervised way using the Backpropagation

algorithm. A lot of training data is required to learn this approach of embedding

layer and it is a slow process.

3.5.2.4 Word2Vec

It is a method of learning word embeddings from a text corpus. It is a statisti-

cal method. Tomas Mikolov, et al. at Google developed it in 2013. It is based

on neural network training and it makes the embedding more efficient. It con-

verts the words into vectors by considering their semantics. For example, that

subtracting the “man-ness” from “King” and adding “women-ness” results in the

word “Queen”, capturing the analogy “king is to queen as man is to woman”.

Word2vec approach has two different learning models which are considered as a

part of this approach to learn the word embedding; they are:

• Continuous Bag-of-Words, or CBOW model.

• Continuous Skip-Gram Model.

The CBOW model learns the embedding by predicting the current word based on

its context. The continuous skip-gram model learns by predicting the surrounding

words given a current word. The advantage of the approach is that finest word

embedding can be learned efficiently (low space and time complexity), allowing

larger embedding to be learned having more dimensions from much larger corpora

of text. But it also has a limitation that it is one way means it reads text from

left to right and not the other way round.

3.5.2.5 Glove

Glove is another semantic based technique proposed by Pennington et al. [38] in

2014 with Stanford University. This technique come after word2vec one year letter.
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This technique studied that World2Vec has some weak points such as Word2Vec

model learns the word embeddings by relating target words to their context. But

it does not consider the frequency of terms. World2Vec considers that if a word

occurs more often, it has no information except it adds more training examples.

But Glove focuses on the frequency of words and shows that its co-occurrences

contain important information and it is not useless information. By considering

all this, Glove builds word embeddings. The main issue of Glove technique is that

it focuses more on word co-occurrences over the whole corpus. It is behaving like

count-based approach.

3.5.2.6 FastText

FastText was released in 2016 by Facebook. At that time, there was one prob-

lem which remains unsolved for some time. The problem is the generalization

to unknown words. FastText claims that they can remove this hindrance. The

previous techniques use words for the embedding of words. But FastText moves

on a deeper level than words and they started to consider the parts of words and

the characters. It makes a word its context and its building blocks are characters

now. So, for example, take the word, “Computer” with n=3, the representation

of this word given by FastText is: 〈co, com, omp,mpu, put, ute, ter, er〉, where the

angular brackets show the starting and ending of the word. FastText works well

with rare words. If the words during the phase of training is not seen, its means

that it is sliced into n-grams.

This approach has two advantages.

• It solves the generalization problems.

• There is no need for more training examples.

There is some drawback of this model such as:

• High memory requirement and

• More focus on Syntactic of the word rather than semantic.
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3.5.3 BERT

BERT stands for Bidirectional Encoder Representations from Transformers [36].

BERT is a recent paper published by researchers at Google AI Language. It has

brought a revolution in the field of machine learning by presenting state-of-the-art

results in a wide variety of NLP tasks, including Question Answering, Natural

Language Inference, and others. Researchers are pre-training a neural network

model on a known task, for instance, ImageNet, and then performing fine-tuning

using the trained neural network as the basis of a new purpose-specific model.

3.5.3.1 Working

Transformer is a mechanism that learns contextual relations between words in a

text. BERT makes use of a Transformer. There are two mechanisms in trans-

formers 1) an encoder that reads the text input and 2) a decoder that produces a

prediction for the task. Since BERT’s goal is to generate a language model, only

the encoder mechanism is necessary.

One of the main advantages of using BERT is, as opposed to directional models,

which read the text input sequentially (left-to-right or right-to-left), the Trans-

former encoder reads the entire sequence of words at once. Therefore it is con-

sidered bidirectional, though it would be more accurate to say that it’s non-

directional. This characteristic allows the model to learn the context of a word

based on all of its surroundings (left and right of the word). It is designed to

pre-train deep bidirectional representations [39] from an unlabeled text by jointly

conditioning on both left and right contexts. As a result, the pre-trained BERT

model can be fine-tuned with just one additional output layer to create state-of-

the-art models for a wide range of NLP tasks.

• BERT stands for Bidirectional Encoder Representations from Transformers.

It is based on the architecture of the Transformer.

• BERT is a pre-trained model. Its pre-training is done on two types of unla-

beled textual data. Firstly, it is trained on a large collection of text which
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Figure 3.7: Bert Example [36].

includes the entire Wikipedia that includes 2,500 million words, and secondly,

on the Book Corpus which contains 800 million words. This pre-training of

the model is the reason behind the success of Bert.

• When the training phase starts, it goes into a deeper level and develops

better understandings of the language of the model.

• BERT is a “deeply bidirectional” model. It means that during the training

phase, it learns information from both the left and the right sides of the

context of tokens.

This bi-directionality of a model plays a significant role in understanding the

language. Figure 3.7 shows the example of Bert. There are two sentences in

Figure3.7 and the word “bank” is involved in both of them.

If sentence 1 is read, then the word bank is used in the context of riverbank. And

sentence 2 is used in the context of a cash deposit or withdrawal from bank. But

if these sentences are read from only one side then there is a mistake in predicting

the meaning of “bank” in any of these two sentences. The solution of this problem
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is that one has to read the sentences from both sides. This is the way how Bert

works. The output layers can be added for fine-tuning and can perform various

NLP tasks. The training data is small for performing NLP tasks. Moreover, the

context of the word is not taken by these NLP models. See the above example

of the word “bank”, then in both sentences the context of the word is different.

However, an embedding like Word2Vec will give the same vector for “bank” in

both contexts.

After a detailed analysis of count and semantic based technique this study has

concluded that BERT model is best for capturing the semantic and contextual

information of terms. So this thesis has used the BERT model for vectorization

of a text.

3.5.3.2 BERT Input

The input to the Bert consists of one or more than one sentence, and it uses a

special token.

1. The [SEP] token is used to differentiate between two sentences.

2. The token that appears at the start of the text is [CLS], and this token is

especially to perform the tasks of classification.

We have to use both tokens if the number of a sentence is one.

2 Sentence Input: [CLS] Ali likes to play football. [SEP] His friend likes to

plays with him.

1 Sentence Input: [CLS] Ali likes to play football. [SEP]

3.5.3.3 Tokenization and Word Embedding

Next, let’s see how the words are converted into vector form. The example is

shown in Figure 3.8.

For example, the sentence is given as:
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Figure 3.8: Word Embedding [40].

sen = “Ali likes to play football.”

marked = “[CLS]” + sen + “[SEP]”

Then the sentence is tokenized using BERT tokenizer. This is done by importing

bert tokenizer from transformers.

tokenized = tokenizer.tokenize(marked)

After that, the tokens are given as: [’[CLS]’, ’Ali’, ’likes’, ’to’, ’play’, ’football’, ’.’,

’[SEP]’]

3.5.3.4 Segment ID

If the number of sentences is more than one, then BERT is trained on and expects

sentence pairs, using 1s and 0s to distinguish between the two sentences. That is,

for each token in “tokenized text,” it must specify which sentence it belongs to

sentence 0 (a series of 0s) or sentence 1 (a series of 1s). If there is a single sentence

it requires series of 1s, so a vector of 1s for each token in our input sentence will

be created. But if the number of sentences is more than one, assign each word in

the first sentence plus the ‘[SEP]’ token a 0, and all tokens of the second sentence

a 1.

Let’s try to convert the above sentence into tokens. There are 8 tokens in the above

sentence so mark each token as belonging to the sentence “1”. This is shown in

Figure 3.9.
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Figure 3.9: Converting into Segment ID.

The Figure 3.10 shows the procedure for tokenizing the dataset. In step 1, the

data is read from a CSV file. In step 2, iterate all the records of the dataset. In

step 3, the records are split into words. In step 4, preprocessing is performed on

the dataset. In step 5, every sentence of the dataset is marked with special tokens.

In step 6, the sentences are tokenized using Tokenizer. In step 7, the tokenized

sentences are converted into segment id. Step 8 shows the process of converting

into segment ID and then in step 9, the file is saved in a CSV file.

3.5.3.5 BERT Pre-trained model

Now the data is converted to tensors that are the input format for the model.

Next, the pre-trained BERT model is called. There are many pre-trained models

available but the models are divided into two broad categories:

Algorithm 1 :Procedure for tokenizing all sentences using Tokenizer and con-
verting into segment ID

Input: JUCS Dataset
Output: Tokenized Sentences

1: Data← Read Dataset Records
2: for all i = 1 to len(Data) do
3: Records← i.split(””) (SplitRecordsintowords....)
4: Update← Preprocessing(Records)
5: marked← [CLS] + Update + [SEP ]
6: tokenized← tokenizer.tokenize(marked)
7: indexed token← tokenizer.convert tokens to ID(tokenized)
8: segment ID ← [1] ∗ len(Data)
9: File← File.save(′Preprocessed data.csv′)

10: end for

Figure 3.10: Procedure for tokenizing all sentences using Tokenizer and con-
verting into segment ID
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(a) Bert base

(b) Bert large

This study uses the model Bert base uncased that is shown in step 1 of figure 3.11.

It contains 12 layers, there are 768 hidden units, 12 heads, 110M Parameters and

it is trained on lowered cased English text.

3.5.3.6 Vector Representation

Step 2 in the figure 3.11 is the output of the model, step 3 shows that the output

is saved into hidden states. Now try to understand the output. The hidden states

have four dimensions, which are as follow:

1. There are 13 layers in it, 12 layers are the Bert outputs and one additional

layer is the input embedding.

2. The number of sentences is the batch number. In the example above, there

is one sentence.

Algorithm 2 :Procedure for Vector Representation

Input: Dataset
Output: Vector

1: Pretrained Model ← BertModel.fromPretrained(output hidden states =
True)

2: Output← Pretrained model()
3: hiddenStates← Output
4: Data← Read Dataset Records
5: Model ← Output
6: for all col in Data do
7: for all row in Data do
8: for all word in row do
9: Sum← Sum + Model[word]

10: end for
11: Average← Average(Sum)/len(row)
12: File← WriteV ectorinF ilewithRowLabel
13: end for
14: end for

Figure 3.11: Procedure for Vector Representation
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3. There are 8 words in our example sentence.

4. Every token has 768 hidden units which are also called its feature number.

The feature vector of one sentence in the example gives 79,872 unique values. This

is the representation of a single sentence. As the sentence length will increase the

number of unique values also increases, this will increase the complexity. There

should be only one vector to represent a single token or a single sentence. But as

discussed above, each token has 13 different layers and every layer has a length of

768 units. If a single vector representation of a word is needed, some of the layers

have to be aggregated. But there is a question that how the aggregation of layers

is performed so that it will give the best results.

Let’s try to concatenate the last four layers, it gives a single word vector per token.

The length of each vector will be 4 x 768 = 3,072. If an alternative method is

tried which is, that the vector of words will be created by doing the sum of the

last four layers then the vector will have a length of 22 x 768 = 16,896. This study

has tried two different methods but all the above values are still big enough. Let’s

try to get a single vector that represent the whole sentence. There are different

approaches for doing it, but the most commonly used approach is by taking the

average of the second to last hidden layer of each token. It will produce a single

vector for a whole sentence and it has a length of 768 values. So in this model,

the last strategy of taking an average of layers and producing a single 768 length

vector is used.

The Figure 3.11 shows the procedure for vector representation of the dataset. In

step 1, the bert pre-trained model is used. In step 2, the pre-trained model is

saved in output, and step 3, the output is saved in the hidden states. In step 4,

all the records are read from the dataset. In step 5, the output is saved in Model.

In step 6, iterate all the columns of the dataset. In step 7, iterate all the rows of

the dataset. In step 8, iterate all the words of the dataset. In step 9, the vectors

are generated against each word. Then sum all the words in a sentence. In step

11, the average of a row is taken and it generates a single vector for every feature

value. In step 12, the file is saved. In this way, we have vector representation of

text.
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Figure 3.12: Example of Support Vector Machine [41].

3.6 Classification

The dataset is in vector form now, next step is to perform classification. This

study uses the Support Vector Machine (SVM) Classifier [41]. It is a supervised

machine learning algorithm which can be used for both classification and regression

problems. But most commonly it is used in classification problems. Each data item

Algorithm 3 :Procedure for performing Classification

Input: Dataset in Vector form
Output: Accuracy

1: Data← Read Dataset Records
2: X ← Features
3: Y ← Target
4: Train Test← Splitdatasetintrainingandtesting
5: Model ← Training dataset
6: Prediction← Predict Testing dataset
7: Actual← Test labels
8: Accuracy ← Accuracy score(Prediction,Actual)

Figure 3.13: Procedure for performing Classification



Methodology 44

as a point is plotted in n-dimensional space (where n is the number of features)

with the value of each feature being the value of a particular coordinate. Then,

the classification is performed by finding the hyper-plane that differentiates the

two classes very well. The example is shown in Figure 3.12.

The Figure 3.13 shows the procedure for the classification of the dataset. In step

1, all the records are read from the dataset. In step 2, features are label as X. In

step 3, Target is label as Y. In step 4, the dataset is split into training and testing

data. In step 5, the model is trained on an svm classifier. In step 6, the dataset

is used for the prediction of test labels. In step 7, actual test labels are retrieved.

Then in step 8, the accuracy of the classifier is achieved.

3.7 Optimization Algorithm

Over the last decades, there has been a growing interest in algorithms inspired by

the observation of the natural phenomena. It has been shown by many researchers

that these algorithms are good replacements as tools to solve complex computa-

tional problems. Various heuristic approaches have been adopted by researchers

including genetic algorithm, tabu search, simulated annealing, and ant colony and

particle swarm optimization. This thesis focuses on using an optimizer that can

do feature selection for document classification because as the number of features

increases its complexity increases.

3.7.1 Genetic Algorithm

This study uses a genetic algorithm [17] for selecting features to classify documents.

Moreover, the overall accuracy of the classification system can be improved. It

is a revolutionary algorithm for feature selection. It is a stochastic method and

heuristic approach for function optimization. It is influenced by the procedure

of natural selection. The population of individuals is created for achieving good

results. The Figure 3.14 shows the state diagram of how the genetic algorithm

works.
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Figure 3.14: Working of Genetic Algorithm [17].
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3.7.1.1 Initialization

Firstly, the individuals are created and are initialized in the population. Every

individual is represented by a neural network in the population that was created.

Genes are in binary representation which shows the presence or absence of a specific

feature. In this case, eight features are represented by a neural network. For

example, if a population is generated which typically consist of two individuals,

it mean that there are two different neural networks and each network has some

arbitrary features. In this case, there are eight features so the genes of every

individual are 8 in number. If a gene has a positive value then it means that

a particular gene is present in the network. The Table 3.5 and 3.5 shows the

individuals.

3.7.1.2 Fitness assignment

As discussed, there are different individuals in the population. Every individual

should have a fitness value. Then, a model is used for training every individ-

ual which is a neural network. The prediction is then performed on the testing

instances. This study used accuracy as a fitness function.

Table 3.4: Individual 1

1 0 1 0 1 0 1 0

Table 3.5: Individual 2

1 1 0 0 1 0 0 0

3.7.1.3 Selection

The next step after the fitness assignment is selection. In the next generation, the

individuals in the population are selected for recombination. Individuals having

the best fitness value will be survived. The individuals are selected based on their
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fitness value. The size of individuals who are selected is half of the population

size. In the example above, a population of two individuals is created. So, here

the number of a selected individuals is one.

3.7.1.4 Crossover

After the selection of half of the population, the individuals which are selected are

combined again using the crossover operator and it generates a new population.

The operator selected two individuals randomly and their features are integrated to

get the offspring. Consider the above example of two individuals, these individuals

are selected by the crossover operator and it produces offspring. This procedure

of offspring production continues until the newly created population size becomes

equal to the size of the old population.

The example of the crossover method is shown in Table 3.6, Table 3.7, Table 3.8,

Table 3.9, Table 3.10, Table 3.11.

Table 3.6: Individual 1

1 0 1 0 1 0 1 0

Table 3.7: Individual 2

1 1 0 0 1 0 0 0

Table 3.8: Offspring 1

1 1 1 0 1 0 0 0

Table 3.9: Offspring 2

1 1 0 0 1 0 1 0

There are different crossover operators [42], two basic are described as:
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Table 3.10: Offspring 3

1 1 1 0 1 0 1 0

Table 3.11: Offspring 4

1 0 0 0 1 0 0 0

1. Single Point Crossover

It is the most widely used operator. The crossover site is selected randomly

and better offspring can be obtained by combining the good quality parents.

2. N Point Crossover

It is the same as single-point crossover. But adding more crossover sites ef-

fects the disruptions of building blocks and the performance of the algorithm

reduces.

3.7.1.5 Mutation

The offspring generated after performing crossover have high similarity with their

parents. The new generation is constructed but the problem is, its diversity is low.

This problem is solved by the mutation operator in such a way that it changes the

value of some genes or features in the offspring randomly. A random number is

generated that lies between 0 and 1, to decide if the feature is mutated or not. The

variable is flipped when the number that generated randomly is lower than the

mutation rate. The mutation rate generally has less value. Usually, it is selected

as 1/m, where m is the number of features. Then the features of every individual

is mutated with this value. The example is shown in Figure 3.12 and 3.13.

Table 3.12: Offspring1 Original

1 1 1 0 1 0 0 0

The parameters of GA used are shown in Table 3.14.
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Table 3.13: Offspring1 Mutated

1 1 1 0 1 1 0 0

Table 3.14: Parameters of GA.

Parameters Values

Encoding Binary(1 shows the selection of a particular feature;

0 shows that the particular feature is not selected)

Size of population 50

Number of generations 100

Crossover operator One Point Crossover

Mutation operator Mutation Flip Bit

Mutation probability 0.02

Selection Tournament

The Figure 3.15 shows the procedure for getting a subset of features. In step 1,

the size of the population is initialized. In step 2, the individuals in the popula-

tion are initialized. In step 3, a variable i is initiated with zero. In step 4, the

individual’s fitness is calculated. In step 5, there is a loop that iterate through all

the individuals in a population. In step 6, the individuals having the best fitness

rate is selected. In step 7, a crossover operation is performed on individuals to

get the offsprings. In step 8, the mutation of individuals is performed. In step

9, the fitness of newly created individuals is created. Step 10 and 11 shows the

increment of the loop. In step 12, the loop ends. In step 13, a feature subset is

derived having the highest fitness value.

3.7.2 Evaluation

The proposed technique is evaluated based on accuracy, precision, recall, and F1

score. The approach is evaluated on the JUCS dataset. The evaluation parameter

is given below:
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Accuracy =
TruePositive + TrueNegative

TruePositive + TrueNegative + FalsePositive + FalseNegative
(3.5)

Precision =
TruePositive

TruePositive + FalsePositive
(3.6)

Recall =
TruePositive

TruePositive + FalseNegative
(3.7)

F1− Score =
2(Precision)(Recall)

Precision + Recall
(3.8)

Algorithm 4 :Procedure for Feature Selection

Input: Dataset in Vector form
Output: Optimal Feature Subset

1: N ← Size of Population
2: P ← Initialize individuals in Population
3: i← 0
4: CalculateF itnessofPi

5: for all Pi do
6: SelectIndividualsfromPi

7: RecombineIndividuals
8: MutateIndividuals
9: CalculateF itnessofNewlyCreatedIndividuals

10: P(i+1) ← NewlyCreatedIndividuals
11: i← i + 1
12: end for
13: S ← DerivedwithBestIndvidualsinP(i+1)

Figure 3.15: Procedure for Feature Selection
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Result and Evaluation

Chapter 3 explained the proposed methodology in detail. The results are obtained

by applying the proposed methodology. In this chapter, the results have been

given about the data extraction, preprocessing data, vector representation and

then feature optimization.

4.1 Dataset

The evaluation of the proposed technique is based on the dataset. The details

about the dataset are already explained in chapter 3. JUCS dataset is selected for

performing experimentation. The JUCS dataset consists of 1460 research articles.

While analyzing the dataset, it has been analyzed that 94 research articles do

not contain their respective categories, 90 research articles are managing editor

columns, 10 research articles does not contain an introduction, 187 research papers

don’t have a conclusion, 33 research papers content can’t be copied therefore these

records are removed from the dataset. The number of categories to which research

papers belong is 13. These categories belong to the computer science domain.

But this study has deleted those records which belong to categories L (Science

and Technology of Learning) and M (Knowledge Management) because they have

very few records in the dataset. The number of papers left for experimentation is

933. The state of the papers is illustrated in Table 4.1.
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Table 4.1: JUCS Papers Detail.

Types of Papers Records

Special issue papers 107

Managing editor columns 90

Papers that don’t include introduction 10

Papers that don’t contain conclusion 187

Papers whose content are not available 33

Papers belonging to category L and M 6

Papers whose categories are not specified 94

Remaining papers for experimentation 933

4.2 Data Extraction

The next step is to extract features from the JUCS dataset. For data extraction,

there are two possible ways: 1) Manual extraction 2) Automatic extraction that is

machine-oriented. This study has done manual extraction of data. There are two

types of data: Metadata and content based. It is very easy to write an algorithm

for extraction of metadata features but it is very difficult to write an algorithm for

extracting the content based features, that’s why we have done manual extraction

of data. This study has extracted Metadata and Content based features which are

eight in number. In this thesis, Title, Keywords, Author first name, and Author

last name, Abstract, Introduction, Headings, and Conclusion are extracted from

the JUCS dataset. All these features are present because this study has already

removed records whose content is not available.

4.3 Pre-processing

The extraction of all metadata and content based features is done, next step is to

pre-process the extracted data because the data needs to be cleaned. These steps

are performed in preprocessing:
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1. The first step is to read the dataset from a CSV file using the pandas library.

2. Then convert all datasets in lower case.

3. Tokenize the text of all features by using NLTK Library i.e. tokenize.

4. Removing noise from all features i.e. punctuations, digits, etc.

5. Removing stop words from all features using NLTK Stop words.

6. Stemming the text of all features using NLTK stemmer i.e. Porter Stemmer.

7. Then rejoin the words and write in a file.

4.4 Text Representation

The pre-processing is done successfully and now the data in a CSV file is ready for

vector representation. This study uses BERT for the vectorization of text which

considers semantic meaning of terms. This process includes the following steps:

4.4.1 Input

The input to the BERT is slightly different as compared to other approaches. The

JUCS dataset is converted into an input form that BERT accepts. For this, there

are two special tokens:

1. The [SEP] token is used to differentiate between two sentences.

2. The token that appears at the start of the text is [CLS], and this token is

especially to perform the tasks of classification.

After converting text into the input form which BERT accepts, this study has

tokenized the sentence and tokenization is done using BERT tokenizer and then

convert it into segment id. There is an algorithm for tokenizing and segmenting

all dataset and it is given in chapter 3.
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4.4.2 BERT model

There is no need to train the Bert model because it is a pre-trained model. Its

pre-training is done on two types of textual data which is unlabeled. Firstly, it

is trained on a large collection of text which includes the entire Wikipedia that

includes 2,500 million words, and secondly, on the Book Corpus which contains

800 million words. This pre-training of the model is the reason behind the success

of Bert. When the training phase starts, it goes into a deeper level and develops

better understandings of the language of the model. BERT is a “deeply bidirec-

tional” model. It means that during the training phase, it learns information from

both the left and the right sides of the context of tokens. The BERT pre-trained

model is available on the web. This study uses the Bert base uncased model which

has 12 layers and 768 hidden units. The algorithm for using the Bert model is

given in chapter 3.

4.4.3 Vectorization

The next step is to convert the text dataset into vector form. For a single word,

this algorithm generates 13 separate vectors each of length 768, because Bert base

model has 768 hidden layers. In a single document, there are multiple words so

vector size also increases. This generates a vector of variable length. To generate a

vector of fixed length for the entire sentence, take an average of all the layers and

it produces a single length of 768 vectors. The algorithm for text representation is

given in chapter 3. By using this algorithm this thesis has successfully converted

the text of all features into vectors form. The successful conversion percentage of

all features is 100%.

4.4.4 Classification

The next step after vector representation is classification. For classification, SVM

classifier is used. This study first split the dataset into training and testing and

then train the training dataset on an svm classifier. After the training phase is over,
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Figure 4.1: Category wise average Precision, Recall and F-Score.

the classifier predicts based on the test dataset. The algorithm for classification

is given in chapter 3. For evaluation of the proposed technique, there are eight

features in the dataset i.e. Title, Keywords, Abstract, Author first name, Author

last name, Introduction, Headings, and, Conclusion and this study has used the

records of all 11 categories. This study has performed multiclass classification.

The classification measures used for classification are accuracy, precision, recall,

and f1 score. The Accuracy achieved by the classifier is 91%, precision is 0.8290,

recall is 0.91 and f1 score is 0.8674. The average result of each measure is rep-

resented through the graph. Figure 4.1 shows the graph between categories and

their precision, recall and F-Score values. The Table 4.2 shows the value of pre-

cision, recall and F-Score against every category. Precision is the percentage of

the true positive as correct. Recall is the percentage of the true positive as pre-

dicted. F-Score is the harmonic mean of the precision and recall. Category G has

the heighest value for precision, recall and F-Score. Category H has the lowest

precision, recall and F-Score values.
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Table 4.2: Category wise Precision, recall and F-Score.

Category Precision Recall F-Score

A 0.9092 0.9535 0.9309

B 0.9367 0.9678 0.9520

C 0.8556 0.925 0.8989

D 0.7408 0.8607 0.7962

E 0.9229 0.9607 0.9414

F 0.7718 0.8785 0.8217

G 0.9786 0.9892 0.9839

H 0.6747 0.8214 0.7408

I 0.7408 0.8607 0.7962

J 0.8294 0.9107 0.8681

K 0.7593 0.8714 0.8115

4.5 Optimization

This study has achieved very good accuracy by performing feature selection. For

feature selection genetic algorithm is used. The number of features used are eight

in this dataset. In literature, researchers have only utilized metadata features

and they do manual combinations of features. This study has done optimization

to reduce complexity. A lot of feature subset are possible which define different

combinations of features. With the increase number of features, the complexity is

exponential. That’s why this study has performed optimization by using genetic

algorithm which is a metaheuristic. Genetic algorithm is one of the revolutionary

algorithm for feature selection. It operates on a population of individuals to pro-

duce better results. After performing optimization the following combination of

features is produced giving good accuracy. The different combinations of features

is shown in Table 4.4. Figure 4.2 shows how accuracy of the algorithm fluctuate

as the number of iterations is increasing.
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Table 4.3: Subset of Features.

Name of Features Number of Features Accuracy

Title, Abstract, Author First name, 5 98.15%

Introduction, Conclusion

Keywords, Abstract, 5 96.93%

Author First name, Introduction,

Headings

Abstract, Conclusion 2 95.70%

Title, Author First name, 3 95.09%

Conclusion

Figure 4.2: Number of iterations vs accuracy.
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Table 4.4: Comparison of Techniques.

Papers Features Accuracy

Sajid et al. (2011) Authors, References 70%

Sajid et al. (2016) Title, Keywords 91%

Ali and Asghar (2018) Title, Keywords, Abstract, Author 78.79%

Proposed Approach Abstract, Conclusion 95.70%

4.6 Comparison

There are multiple techniques to perform multi class classification and the doc-

ument classification community has proposed different approaches. Researchers

have utilized metadata features only because it is freely available. Mostly the

content of the research articles is not available. But this study has utilized both

metadata and content of features. The features used are 1) Title, 2) Keywords, 3)

Abstract, 4) Author first name, 5) Author last name, 6) Introduction, 7) Head-

ings, and 8) Conclusion. The proposed approach is compared with the approaches

proposed in the literature. In the literature, they have utilized only metadata of

the research articles of the JUCS and ACM dataset. The comparison is shown in

the Figure 4.3.

Sajid et al. (2011) propose a technique by using the JUCS dataset and they

uses content based approach. They achieved 70% accuracy on their proposed

approach. Then again Sajid et al. (2016) proposed fuzzy based rule merger and

they used JUCS dataset. They uses metadata based approach and achieved 91%

accuracy. Ali and Asghar (2018) proposed an approach to convert multi label

to single label using JUCS dataset. Their approach is based on metadata and

they achieved 78.79% accuracy. The proposed technique uses both metadata and

content based approach and JUCS dataset is used for the experimentation. The

results outperformed the previous techniques by achieving accuracy 98.15%.
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Figure 4.3: Comparision of Techniques.



Chapter 5

Conclusion and Future Work

5.1 Conclusion

Classification of research articles is a big challenge for researchers. It is very

important in retrieving relevant papers, and in paper submission. In literature,

there are many techniques proposed for classifying the articles into predefined

categories. Mostly these techniques categorize data into two types 1) Metadata

based approaches, 2) Content based approaches. Mostly, researchers have used

content based approaches. The main advantage of using content based approach

is richness of features. But there is also a limitation of this approach, that most

of the time the content of the papers are not available because the major journals

like IEEE and many more does not give access to overall content of the research

articles. As an alternative way, researchers have utilized metadata based approach

which is freely available but it has limitation of having less number of features.

The metadata of the article contain title, keywords, author name etc; while the

content of the article contain introduction, heading and conclusion.

The research articles are in the form of text documents. For classification of the

articles, text representation is an important task. In literature, researchers have

utilized the statistical measures like TFIDF. These measures gain information us-

ing the frequency of terms. All these techniques do not take into account the

semantics of the text. In literature, researchers have made manual combination of
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features. But with more number of features, its complexity increases. These all

problems which are mentioned above led us to propose a solution.

This study has utilized both metadata and content based approach. The freely

available JUCS dataset is used for experimentation. The dataset contains all pa-

pers of the JUCS journal. The features are extracted manually from the research

articles. This study has extracted eight features which are Title, Keywords, Ab-

stract, Author first name, Author last name, Introduction, Headings, and Con-

clusion. After feature extraction, preprocessing is performed on the dataset. The

steps involved in preprocessing are 1) tokenize all the text into words, 2) then

remove all the stop words, 3) and at last do stemming of the words.

Now, the dataset is preprocessed, the next step is to do text representation. For

representation of text, frequency based techniques have been used in literature

but this study takes into account the semantics and context of the term used in

the text. This study used Bert model for text representation and it is two way

technique means it reads text from both sides of the sentence. The Bert model is

already pre-trained. This study has used this pre-trained model and it generates

vectors of the dataset. Now the dataset is in the form of vectors and is ready for

classification task. This study has performed classification using svm classifier.

The evaluation measures used for experimentations are accuracy, precision, recall

and F1 score. After classification of the research articles, the next step is to do

optimization of features. The genetic algorithm is used for optimizing the features.

The experimentation has done by evaluating all the features and the results

achieved having accuracy 90.90%, precision 0.8290, recall 0.91 and f1 score 0.8674.

After doing optimization by using genetic algorithm, the results achieved having

accuracy 98.15% for the features subset which include Title, Abstract, Author first

name, Introduction, and Conclusion. This study compared the proposed approach

with the approach proposed by Ali and Asghar. This approach used metadata

features and achieved an accuracy of 78% on the JUCS dataset. The proposed

approach has utilized both metadata and content of the research articles and it

achieved good accuracy. Moreover, for text representation both the semantics and

context of the text are considered. The feature optimization is done for reducing

its complexity.
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5.2 Future Work

This study has identified some of the work which is to be done in future and it is

described below:

1. This study will extend this work by evaluating this technique on large

dataset.

2. This study will make a semantic model which is trained on computer science

domain.

3. This study can merge GA with other popular meta-heuristics.
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